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(57) ABSTRACT

This disclosure presents systems and methods to provide
sports-based interactive experiences. The interactive expe-
riences may be facilitated by providing users’ views of
virtual content related to a particular sport. The systems and
methods may utilize action sequence information and/or
other information. The action sequence information may
specify anticipated sequences of output signals generated by
sensors coupled to real-world items of playing equipment.
The output signals in the anticipated sequences of output
signals may be associated with anticipated control signals
for controlling the virtual content.
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SYSTEMS AND METHODS TO PROVIDE A
SPORTS-BASED INTERACTIVE
EXPERIENCE

FIELD

[0001] This disclosure relates to systems and methods to
provide a sport-based interactive experience.

BACKGROUND

[0002] Devices and systems are available to provide vir-
tual reality (VR) and/or augmented reality (AR) experi-
ences. In particular, handheld and/or wearable technology
may be used. Wearable technology may include head-
mounted displays (HMD). Handheld technology may
include mobile computing platforms, such as smart phones
and/or tablets.

SUMMARY

[0003] One aspect of the disclosure relates to a system
configured to provide a sport-based interactive experience.
An interactive experience may take place in an interactive
environment. An interactive environment may include one
or more of a virtual reality environment, an augmented
reality environment, and/or other interactive environment.
An augmented reality environment may include views of
images of virtual content within a virtual environment
superimposed over views of a real-world environment. In
some implementations, a user may actively view the real-
world environment, for example, through a visor. In some
implementations, a user may passively view the real-world
environment, for example, through a display that presents
images of the real-world environment. A virtual reality
environment may include views of images of virtual content
within a virtual environment. Virtual content may include
one or more virtual objects and/or other virtual content. The
terms “space” and “environment” in the context of virtual
reality and/or augmented reality may be used interchange-
ably herein.

[0004] In SLAM (Simultaneous Localization and Map-
ping) applications utilized in AR and/or VR systems, an
interpretation of a composition of a physical environment
(e.g., a geometry, a layout, and/or other information) may be
determined. The interpretation of the composition of the
physical environment may be referred to as an “environment
record.” SLAM and/or other techniques utilized in these
systems may allow the presentation devices to commonly
share the same or similar environment record when in the
same or similar real-world environment. This commonality
of the environment record may allow the different presen-
tation devices to experience a shared interactive experience.
A shared interactive experience may mean that virtual
content may appear in the same relative locations in the real
world.

[0005] The system configured to provide a provide a
sport-based interactive experience may include one or more
presentation devices, one or more servers, one or more
real-world items of playing equipment, and/or other com-
ponents.

[0006] The one or more real-world items of playing equip-
ment may include physical objects utilized by users to play
one or more games in a sports playing area. A real-world
item of playing equipment may include one or more sensors,
one or more feedback devices, and/or other devices. Indi-
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vidual sensors of a real-world item of playing equipment
may be configured to generate output signals conveying
information about movement and/or use of the real-world
item of playing equipment in a game. Movement may be
specified with respect to orientation and/or change in ori-
entation, location and/or change in orientation, and/or other
information. Other uses may include instances of contact
with the real-world item of playing equipment by an object
and/or user. The instances of contact may be specified with
respect to the occurrence (e.g., that a contact occurred)
and/or an amount of force (or pressure) imparted during a
contact.

[0007] The server(s) may include and/or may be coupled
to one or more of one or more physical processors, non-
transitory electronic storage medium, and/or other compo-
nents. The non-transitory electronic storage medium may be
configured to store one or more of virtual content informa-
tion, environment record information, action sequence infor-
mation, and/or other information.

[0008] The environment record information may define
one or more environment records. An environment record
may include a composition of a real-world environment. The
real-world environment may comprise a sports playing area.
The sports playing area may include one or more of a field,
a tabletop surface, a court, a pitch, a course, and/or area
commonly designated for the play of a game. The compo-
sition of the real-world environment may include one or
more reference points in the sports playing area. The indi-
vidual reference points may correspond to items of play
equipment and/or locations specific to the sports playing
area. By way of non-limiting illustration, reference points in
a baseball field may include the bases. By way of non-
limiting illustration, reference points in a basketball court
may include the baskets.

[0009] The virtual content information may define a vir-
tual environment including virtual content. The virtual envi-
ronment may be specified with respect to one or more
reference points within the real-world environment and/or
other points of reference. The virtual content may include
one or more virtual objects. Individual virtual objects may
be configured to experience locomotion within the virtual
environment. The one or more virtual objects may include a
first virtual object depicting an item of playing equipment
specific to the sports playing area. By way of non-limiting
illustration, for a baseball field, the first virtual object may
include a baseball.

[0010] The action sequence information may specify one
or more anticipated sequences of output signals generated by
sensors coupled to real-world items of playing equipment.
An anticipated sequence of output signals information may
be based on known, conventional, and/or otherwise antici-
pated movement and/or use of the real-world items of
playing equipment in accordance with one or more games to
be played in the sports playing area. By way of non-limiting
illustration, for baseball, it may be anticipated that a bat will
be swung (e.g., hitting a pitch), followed by a contact with
first base by the user who swung the bat.

[0011] In some implementations, the action sequence
information may specify associations between individual
output signals in the anticipated sequences of output signals
with anticipated control signals for controlling the virtual
content. The anticipated control signals may be associated
with control of virtual content such that the virtual content
reacts in known, conventional, and/or otherwise anticipated
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ways in response to the known, conventional, and/or other-
wise anticipated movement and/or use of the real-world
items of playing equipment.

[0012] By associating the anticipated output signals with
anticipated control signals, the anticipated control signals
may be queued into the system for immediate and/or near-
immediate implementation to control the virtual content as
close to real-world timing as possible. In particular, the
queuing of the control signals and subsequent implementa-
tion to control the virtual content may cause the user(s) to
perceive the control of the virtual content as if locomotion
of'the virtual content is responsive to their real-world actions
with minimal perceived delay or lag.

[0013] By way of non-limiting illustration, action
sequence information may specify a first anticipated
sequence of output signals including a first output signal
generated by a first sensor coupled to a first real-world item
of playing equipment, a second output signal generated by
a second sensor coupled to a second real-world item of
playing equipment, and/or other output signals generated by
other sensors. The first output signal may be associated with
a first control signal for controlling the first virtual object.
By way of non-limiting illustration, for baseball, output
signals conveying swinging of a bat may be associated with
control signals for controlling locomotion of a virtual base-
ball along a trajectory calculated based on the speed of the
swing and/or other information. Further, an anticipated
sequence of output signals may include output signals
conveying contact with first base following the output
signals conveying swinging of a bat. The output signals
conveying contact with first base may be associated with
control signals for controlling locomotion of a virtual oppo-
nent to throw the virtual baseball to the second base. This
sequence of output signals (e.g., bat swing followed by first
base being contacted) is just one example of an anticipated
sequence of output signals given the particular game of
baseball being played.

[0014] The one or more physical processors may be con-
figured by machine-readable instructions. Executing the
machine-readable instructions may cause the one or more
physical processors to facilitate providing a sport-based
interactive experience. The machine-readable instructions
may include one or more computer program components.
The one or more computer program components may
include one or more of an input component, a control
component, and/or other components.

[0015] The control component may be configured to effec-
tuate presentation of images depicting one or more instances
of virtual content on individual presentation devices asso-
ciated with individual users. The images may be presented
such that the one or more instances of the virtual content
may be perceived as being physically present in the real-
world environment. Such presentation may form an aug-
mented reality experience. By way of non-limiting illustra-
tion, presentation may be effectuated of a first image
depicting a first instance of the first virtual object on a first
presentation device associated with a first user.

[0016] The input component may be configured to obtain
current output signals generated by sensor(s) coupled to the
real-world item(s) of playing equipment. The input compo-
nent may be configured to determine whether the current
output signals match output signals included in the antici-
pated sequences of output signals.
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[0017] In response to determining (e.g., by input compo-
nent) the current output signals match output signals
included in the anticipated sequences of output signals, the
control component may be configured to control the pre-
sentation of the images in accordance with the anticipated
control signals. By way of non-limiting illustration, in
response to obtaining a first current output signal generated
by the first sensor and determining the first current output
signal matches the first output signal included in the first
anticipated sequence of output signals, control component
may control the presentation of the first image of the first
instance of the first virtual object based on the first control
signal.

[0018] These and other objects, features, and characteris-
tics of the system and/or method disclosed herein, as well as
the methods of operation and functions of the related ele-
ments of structure and the combination of parts and econo-
mies of manufacture, will become more apparent upon
consideration of the following description and the appended
claims with reference to the accompanying drawings, all of
which form a part of this specification, wherein like refer-
ence numerals designate corresponding parts in the various
figures. It is to be expressly understood, however, that the
drawings are for the purpose of illustration and description
only and are not intended as a definition of the limits of the
invention. As used in the specification and in the claims, the
singular form of “a”, “an”, and “the” include plural referents
unless the context clearly dictates otherwise.

BRIEF DESCRIPTION OF THE DRAWINGS

[0019] FIG. 1 illustrates a system configured to provide a
sport-based interactive experience, in accordance with one
or more implementations.

[0020] FIG. 2 illustrates a method to provide a sport-based
interactive experience, in accordance with one or more
implementations.

[0021] FIG. 3 shows a graphic illustration of an imple-
mentation of the system of FIG. 1.

[0022] FIG. 4 shows a graphic illustration of an imple-
mentation of the system of FIG. 1.

[0023] FIG. 5 shows a graphic illustration of an imple-
mentation of the system of FIG. 1.

[0024] FIG. 6 shows a graphic illustration of an imple-
mentation of the system of FIG. 1.

DETAILED DESCRIPTION

[0025] FIG. 1 illustrates a system 100 configured to pro-
vide a sport-based interactive experience, in accordance
with one or more implementations. The system 100 may
facilitate gameplay in a sports playing area. A sports playing
area may include one or more of a field, a tabletop surface,
a court, a pitch, a course, and/or other areas. The system 100
may facilitate gameplay related to one or more of baseball,
basketball, soccer, football, lacrosse, tennis, golf, table ten-
nis, foosball, and/or other games. Accordingly, although one
or more descriptions of the systems and methods presented
herein may be directed to one particular game, this is for
illustrative purposes only and not to be considered limiting.
Instead, those skilled in the art may readily recognize that
the various features and/or functions presented herein may
be implemented, mutatis mutandis, for other games. Further,
although one or more descriptions of the systems and
methods presented herein may be directed to a single player
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playing a game, this is for illustrative purposes only and not
to be considered limiting. Instead, those skilled in the art
may readily recognize that the various features and/or func-
tions presented herein may be implemented to facilitate
multiplayer gaming. The multiplayer gaming may be carried
out with multiple users playing on a same team and/or
opposing teams. Further, it is noted that features and/or
functions of the system 100 may be carried out where
real-world users play along side virtual teammates.

[0026] An interactive experience may include one or more
of playing a game, interacting with virtual content, interact-
ing with real-world objects, interacting with other users,
and/or other experiences. An interactive experience may
take place in an interactive space. An interactive space may
include one or more of an augmented reality (AR) environ-
ment, a virtual reality (VR) environment, and/or other
interactive spaces. An augmented reality environment may
include views of images of virtual content within a virtual
environment superimposed over views of a real-world envi-
ronment. In some implementations, a user may actively view
the real-world environment, for example, through a visor. In
some implementations, a user may passively view the real-
world environment, for example, through a display that
presents images of the real-world environment. A virtual
reality environment may include views of images of virtual
content within a virtual environment. Virtual content may
include one or more virtual objects and/or other virtual
content. The terms “space” and “environment” in the context
of virtual reality and/or augmented reality may be used
interchangeably herein.

[0027] The system 100 may include one or more of
server(s) 102, a presentation device 132, one or more other
presentation devices 103, a real-world item of playing
equipment 144, one or more other real-world items of
playing equipment 150, one or more external resources 131,
and/or other components. It is noted that the features and/or
functions of server(s) 102 may be attributed to presentation
device 132, and vis versa. Further, while some descriptions
herein may be directed to presentation device 132, it is to be
noted that other ones of one or more other presentation
devices 103 may be configured similarly as presentation
device 132. Still further, while some descriptions herein may
be directed to real-world item of playing equipment 144, it
is to be noted that other ones of one or more other real-world
items of playing equipment 150 may be configured similarly
as real-world item of playing equipment 144.

[0028] The real-world item of playing equipment 144 may
include a physical object utilized by users to play one or
more games in a sports playing area. The real-world item of
playing equipment 144 may include one or more sensors
146, one or more feedback devices 148, one or more
network interfaces 149, and/or other devices. In some imple-
mentations, the real-world item of playing equipment 144
may include a marker, such as an augmented reality marker,
disposed thereon. The marker may facilitate detection and/or
localization of the real-world item of playing equipment 144
in a real-world environment (see, e.g., detection component
110).

[0029] The one or more network interfaces 149 may
include one or more devices and/or software components
configured to enable the exchange of information with one
or more networks 130. By way of non-limiting illustration,
the one or more network interfaces 149 may include a
software and/or hardware interface. The one or more net-
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work interfaces 149 may include communication lines and/
or ports configured to enable the exchange of information
with one or more networks 130. The one or more network
interfaces 149 may include transceivers and/or other com-
ponents configured to facilitate communication with one or
more of wireless Bluetooth Low Energy (BLE), wired
Universal Serial Bus (USB) connection, Wi-Fi, 5G network,
and/or other connections.

[0030] Individual sensors may be configured to generate
output signals conveying information about movement and/
or use of real-world item of playing equipment 144 in a
game. Movement may be specified with respect to orienta-
tion and/or change in orientation, location and/or change in
location, and/or other information. Other use may include
instances of contact with real-world item of playing equip-
ment 144 by another object and/or user. The instances of
contact may be specified with respect to the occurrence (e.g.,
that a contact occurred) and/or an amount of force (or
pressure) imparted during a contact.

[0031] Individual sensors of one or more sensors 146 may
be configured to generate output signals. In some imple-
mentations, an individual sensor may include one or more of
an orientation sensor, a depth sensor, a location, a pressure
sensor, and/or other sensors.

[0032] An orientation sensor may be configured to gener-
ate output signals conveying orientation information and/or
other information. Orientation information derived from
output signals of an orientation sensor may define an ori-
entation of real-world item of playing equipment 144. In
some implementations, orientation of real-world item of
playing equipment 144 may refer to one or more of a pitch
angle, a roll angle, a yaw angle, a heading, a pointing
direction, a bearing, and/or other measurements. An orien-
tation sensor may include an inertial measurement unit
(IMU) such as one or more of an accelerometer, a gyroscope,
a magnetometer, inclinometers, and/or other devices.

[0033] In some implementations, a depth sensor may be
configured to generate output signals conveying depth infor-
mation and/or other information. Depth information may
include distance and/or range of real-world surfaces and/or
objects from the depth sensor, and/or other information. In
some implementations, depth information may be provided
in the form of a point cloud. A point cloud may include a set
of points. Individual points may represent individual sur-
faces within the real world. The depth information may
specify, for individual points, one or more of an individual
distance of the point from the depth sensor, an individual
position and/or direction of the point with respect to the
depth sensor, and/or other information. In some implemen-
tations, a depth sensor may comprise one or more of a
time-of-flight sensor, a structured light sensor, an unstruc-
tured light sensor, an active stereo pair, a passive stereo pair,
and/or other depth sensing devices.

[0034] Insome implementations, a location sensor may be
configured to generate output signals conveying location
information and/or other information. Location information
may include location of the location sensor within the
real-world environment. The location may be specified with
respect to a composition of a real-world environment as
specified by an environment record. A change in location
over unit time may convey a speed. In some implementa-
tions, a location sensor may comprise a global position
system (GPS), and/or other location sensing devices.
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[0035] A pressure sensor may be configured to generate
output signals conveying pressure information, contact
information, and/or other information. Pressure information
derived from output signals of a pressure sensor may define
a force per unit area imparted to the pressure sensor. Contact
information derived from output signals of a pressure sensor
may specity instances of contact. A pressure sensor may
include one or more of a piezoresistive strain gauge, a
capacitive pressure sensor, an electromagnetic pressure sen-
sor, a piezoelectric sensor, a strain-gauge, and/or other
pressure sensors.

[0036] Individual feedback devices of one or more feed-
back devices 148 may be configured to provide haptic
feedback. The haptic feedback may be provided in sync with
presentation of virtual content. The haptic feedback may be
provided in response to simulated contact of a real-world
item of playing equipment and virtual content (e.g., a virtual
object), and/or in other instances. In some implementations,
haptic feedback may include one or more of vibration,
resistance, heat, cooling, and/or other feedback. An indi-
vidual feedback device may comprise one or more of a
vibration motor, a heating clement, a fan or blower, a
gyroscope, and/or other device configured to provide haptic
feedback. A gyroscope may be controlled to change the
resistance of moving an item of real-world item of playing
equipment to simulate a feel of the real-world item of
playing equipment being weighted and/or receiving an
impact. For example, relatively low speed(s) of rotation by
a gyroscope may provide relatively low resistance while
relative high speed(s) of rotation by the gyroscope may
provide relatively high resistance. By way of non-limiting
illustration, if the real-world item of playing equipment
comprises a baseball glove, a gyroscope in the glove may be
controlled to change the resistance of moving the glove to
simulate a feel of the glove being weighted by a virtual
baseball. By way of non-limiting illustration, if the real-
world item of playing equipment comprises a baseball bat,
a gyroscope in the glove may be controlled to change the
resistance of moving the glove to simulate a feel of a virtual
ball contacting the bat during a swing.

[0037] The server(s) 102 may include one or more of one
or more physical processors 104, non-transitory electronic
storage 120, and/or other components. One or more physical
processors 104 may be configured to provide information-
processing capabilities in server(s) 102. As such, in some
implementations, processor(s) 104 may include one or more
of a digital processor, an analog processor, a digital circuit
designed to process information, an analog circuit designed
to process information, a state machine, and/or other mecha-
nisms for electronically processing information.

[0038] In some implementations, one or more physical
processors 104 may be configured to provide remote hosting
of features and/or functions of machine-readable instruc-
tions 106 to presentation device 132. In some implementa-
tions, one or more physical processors 104 may be remotely
located from presentation device 132. The one or more
physical processors 104 may communicate with presenta-
tion device 132, via client/server architecture, and/or other
communication schemes.

[0039] The non-transitory electronic storage 120 may be
configured to store one or more of virtual content informa-
tion, environment record information, action sequence infor-
mation, user information, and/or other information.
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[0040] The environment record information may define
one or more environment records. An environment record
may include a composition of a real-world environment. A
composition may include one or more of a geometry, a
layout, location of one or more reference points, and/or other
information about a physical space in the real world. The
real-world environment may comprise a sports playing area.
The sports playing area may include one or more of a field,
a tabletop surface, a court, a pitch, a course, and/or other
area. The individual reference points may correspond to
items and/or locations specific to the sports playing area. By
way of non-limiting illustration, reference points in a base-
ball field may include the bases. By way of non-limiting
illustration, reference points in a basketball court may
include one or more of the baskets, center court, 3-point line,
free throw line, and/or other reference points.

[0041] The virtual content information may define a vir-
tual environment including virtual content. The virtual envi-
ronment may be specified with respect to one or more
reference points within the real-world environment and/or
other points of reference. The virtual content may include
one or more virtual objects. The one or more reference
points may provide points of reference for specifying por-
tions of the virtual environment and/or specifying where
virtual objects may be placed. In some implementations, a
reference point may act as a point of origin for a coordinate
system of the virtual environment.

[0042] Individual virtual objects may be configured to
experience locomotion within the virtual environment. The
one or more virtual objects may include a first virtual object
depicting an item of playing equipment specific to the sports
playing area. By way of non-limiting illustration, for a
baseball field, the first virtual object may include a baseball.
Locomotion may include one or more of spin, movement
along a trajectory, vibration, and/or other consideration of
locomotion. In some implementations, locomotion may fol-
low conventional considerations of the laws of physics.
[0043] The action sequence information may specify one
or more anticipated sequences of output signals generated by
sensors coupled to real-world items of playing equipment. In
some implementations, a set of one or more anticipated
sequences of output signals may be associated with, and/or
specific to, a particular game.

[0044] An anticipated sequence of output signals may be
based on known, conventional, and/or otherwise anticipated
movement and/or use of the real-world items of playing
equipment in accordance with one or more games to be
played in the sports playing area. In some implementations,
the known, conventional, and/or otherwise anticipated
movement and/or use of the real-world items of playing
equipment may include movement and/or use of items that
may generally be associated with positive progress of game-
play. Positive progress of gameplay may include movement
and/or use of the real-world items of playing equipment that
may generally improve a player’s (or team’s) standing in a
game. By way of non-limiting illustration, for baseball, it
may be positively anticipated that a bat will be swung (e.g.,
hitting a pitched ball), followed by a contact with first base
by the user who swung the bat as subsequently ran to first
base, and/or followed by other anticipated movement. Alter-
natively, movement and/or use of the real-world items of
playing equipment may include movement and/or use of
items that may generally be associated with negative prog-
ress of gameplay. The negative progress may include move-
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ment and/or use of the real-world items of playing equip-
ment that may generally impede a player’s (or team’s)
standing in a game. By way of non-limiting illustration, for
baseball, it may be negatively anticipated that a bat may be
swung in a manner that does not strike a pitched ball
(resulting in a strike, and either another pitch being thrown,
or an inning being ended), a runner will contact a base after
a baseman has already caught a ball (conveying the runner
is called “out™), and/or other movement.

[0045] In some implementations, action sequence infor-
mation may specify associations between individual output
signals in the anticipated sequences of output signals with
anticipated control signals for controlling the virtual content.
The anticipated control signals may be related to the control
of the locomotion of the individual virtual objects. The
anticipated control signals may be associated with control of
virtual content such that the virtual content is perceived to
react in known, expected, conventional, and/or otherwise
anticipated ways in response to the known, conventional,
and/or otherwise anticipated movement and/or use of the
real-world items of playing equipment. In some implemen-
tations, the control of the locomotion of the virtual content
based on control signals may including control of one or
more of a speed, spin, trajectory, drag, and/or other control.
In some implementations, the anticipated control signals
may include incomplete control signals. For example, an
anticipated control signal may correspond to a particular
anticipated control of a virtual object, but some parts of the
anticipated control signal may be needed to be determined in
order to implement the control signal. For example, it may
be anticipated that a control signal may control a virtual
object to move along a trajectory, but the speed of movement
and/or other locomotion may not be known until current
output signals from a real-world item of playing equipment
are obtained to determine the speed or other aspects of the
locomotion.

[0046] By associating the anticipated output signals with
anticipated control signals, the control signals may be
queued into the system for immediate and/or near-immedi-
ate implementation to control the virtual content as close to
real-world timing as possible. In particular, the queuing of
the control signals and subsequent implementation to control
the virtual content may cause the user(s) to perceive the
control of the virtual content as if locomotion of the virtual
content is responsive to their real-world actions while uti-
lizing real-world items of playing equipment with minimal
perceived delay or lag.

[0047] By way of non-limiting illustration, action
sequence information may specify a first anticipated
sequence of output signals including a first output signal
generated by a first sensor coupled to a first real-world item
of playing equipment, a second output signal generated by
a second sensor coupled to a second real-world item of
playing equipment and/or other output signals generated by
other sensors. The first output signal may be associated with
a first control signal for controlling the first virtual object.
By way of non-limiting illustration, for baseball, output
signals conveying swinging of a bat may be associated with
control signals for controlling locomotion of a virtual base-
ball along a trajectory calculated based on the speed of the
swing and/or other information (see, e.g., control component
114). Further, there may be an anticipated sequence of
output signals including output signals conveying contact
with first base following the output signals conveying
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swinging of a bat. The output signals conveying contact with
first base may be associated with control signals for con-
trolling locomotion of a virtual opponent to throw the virtual
baseball to the second base. This sequence is output signals
(e.g., bat swing followed by first base being contacted) is
just one example of an anticipated sequence of output
signals given the particular game of baseball.

[0048] In some implementations, action sequence infor-
mation may further include alternate control signals. The
alternate control signals may include control signals to be
implemented in response to output signals of the real-world
items of playing equipment not matching the anticipated
output signals. The alternate control signals may control the
locomotion of individual virtual objects. The alternate con-
trol signals may control the locomotion of the individual
virtual objects differently form the anticipated control sig-
nals. The alternate control signals may be associated with
the negative progress of gameplay, as described herein. For
example, alternate control signals may control virtual con-
tent such that the gameplay may be replayed, reset, ended,
and/or other types of control. By way of non-limiting
illustration, for baseball, in response to a strike, alternate
control signals may control virtual content to reflect one or
more of another pitch being thrown, an inning being ended,
a game being ended, and/or other controls.

[0049] The user information may include user profiles of
users of the system 100. An individual user profile may
define attribute values of user attributes. The attribute values
impacting the anticipated control signals. The impact on the
anticipated control signals by the attribute values may
comprise an impact on magnitude of the locomotion of the
virtual content caused by implementation of the anticipated
control signals. In some implementations, the impact on
magnitude of the locomotion may include impact on one or
more of a speed, spin, trajectory, drag, and/or other control.
In some implementations, an “impact” may include one or
more of an increase, a decrease, and/or other impact. In
some implementations, an impact may be specified as one or
more of a linear increase and/or decrease, a multiplier, an
exponential increase and/or decrease, and/or other consid-
erations.

[0050] In some implementations, user attributes may
include one or more of a speed attribute, an accuracy
attribute, and/or other attributes. A value of a given attribute
may be used to define the given attribute.

[0051] A value of a speed attribute may specify an impact
on control signals affecting a speed of locomotion of virtual
content. In some implementations, a value of a speed
attribute may be qualitative and/or quantitative.

[0052] A qualitative value may include a description of
speed and/or other information. By way of non-limiting
illustration, a qualitative value may include one or more of
“slow,” “neutral,” “fast,” and/or other information. In some
implementations, “neutral” may correspond to no impact on
the speed of locomotion, e.g., the locomotion may be
calculated based on conventional considerations of the laws
of physics without increase and/or decrease from that cal-
culation. In some implementations, “slow” may correspond
to a negative impact on the speed of locomotion, e.g., the
locomotion may be calculated based on conventional con-
siderations of the laws of physics and decreased some
amount from that calculation. In some implementations,
“fast” may correspond to a positive impact on the speed of
locomotion, e.g., the locomotion may be calculated based on
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conventional considerations of the laws of physics and
increased some amount from that calculation (e.g., a “2x
multiplier”).

[0053] A quantitative value may include a numerical value
and/or other numerical representation of speed and/or other
information. By way of non-limiting illustration, a quanti-
tative value may include one or more of “0.5,” “1,” “2,”
and/or other values. In some implementations, a “1” value
may correspond to no impact on the speed of locomotion,
e.g., the locomotion may be calculated based on conven-
tional considerations of the laws of physics without increase
and/or decrease from that calculation. In some implemen-
tations, a “0.5” value may correspond to a negative impact
on the speed of locomotion, e.g., the locomotion may be
calculated based on conventional considerations of the laws
of physics and decreased from that calculation. In some
implementations, “2” may correspond to a positive impact
on the speed of locomotion, e.g., the locomotion may be
calculated based on conventional considerations of the laws
of physics and increased from that calculation (e.g., a “2x
multiplier”).

[0054] A value of an accuracy attribute may specify an
impact on control signals affecting an accuracy of locomo-
tion of virtual content. In some implementations, a value of
an accuracy attribute may be qualitative and/or quantitative.
[0055] A qualitative value may include a description of an
accuracy and/or other information. By way of non-limiting
illustration, a qualitative value may include one or more of
“less accurate,” “neutral,” “more accurate,” and/or other
information. In some implementations, “neutral” may cor-
respond to no impact on the accuracy of locomotion, e.g., the
locomotion may be calculated based on conventional con-
siderations of the laws of physics without increase and/or
decrease from that calculation. In some implementations,
“less accurate” may correspond to a negative impact on the
accuracy of locomotion, e.g., the locomotion may be calcu-
lated based on conventional considerations of the laws of
physics and decreased some amount from that calculation.
In some implementations, “more accurate” may correspond
to a positive impact on the accuracy of locomotion, e.g., the
locomotion may be calculated based on conventional con-
siderations of the laws of physics and increased some
amount from that calculation.

[0056] A quantitative value may include a numerical value
and/or other numerical representation of accuracy and/or
other information. By way of non-limiting illustration, a
quantitative value may include one or more of “0.5,” “1,”
“2,” and/or other values. In some implementations, a “1”
value may correspond to no impact on the accuracy of
locomotion, e.g., the locomotion may be calculated based on
conventional considerations of the laws of physics without
improvement and/or worsening from that calculation. In
some implementations, a “0.5” value may correspond to a
negative impact on the accuracy of locomotion, e.g., the
locomotion may be calculated based on conventional con-
siderations of the laws of physics and worsened from that
calculation. In some implementations, “2” may correspond
to a positive impact on the speed of locomotion, e.g., the
locomotion may be calculated based on conventional con-
siderations of the laws of physics and improved from that
calculation.

[0057] The above descriptions of user attributes and/or
impact on locomotion of virtual content are provided for
illustrative purposes only and are not to be considered
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limiting. Instead, it is understood within the scope of this
disclosure that other attributes may be considered which
may impact locomotion in other ways.

[0058] In some implementations, sets of value of user
attributes may correspond to one or more of historical,
current, fantastical, and/or other types of players and/or
teams. For example, a set of values of user attributes for one
or more users may be determined which may cause an
impact on locomotion of virtual content in a predetermined
manner. By way of non-limiting illustration, the set of values
may be determined such that impact on locomotion of
virtual content matches the abilities of a historical team of
players (and/or current team of players, fantastical team of
players, and/or other considerations). For illustrative pur-
poses and without limitation, the set of values may be
determined for individual users of system 100 such that
impact on locomotion of virtual content matches the abilities
of the 1927 Yankees team. As such the real-world users of
system 100 may play augmented reality baseball as if having
the abilities of the players on that team. Further, virtual
opponents may be configured based on predetermined sets
of values such that the virtual opponents play a game in a
predetermined manner. By way of non-limiting illustration,
virtual opponents may be configured to exhibit an impact on
locomotion of virtual content which matches the abilities of
the 1927 Yankees team. Virtual opponents may be controlled
by artificial intelligence.

[0059] The presentation device 132 may include one or
more of one or more physical processors 134, non-transitory
electronic storage 138, a display 140, one or more sensors
142, one or more network interfaces 143, and/or other
components.

[0060] The one or more network interfaces 143 may
include one or more devices and/or software components
configured to enable the exchange of information with one
or more networks 130. By way of non-limiting illustration,
the one or more network interfaces 143 may include a
software and/or hardware interface. The one or more net-
work interfaces 143 may include communication lines and/
or ports configured to enable the exchange of information
with one or more networks 130. The one or more network
interfaces 143 may include transceivers and/or other com-
ponents configured to facilitate communication with one or
more of wireless Bluetooth Low Energy (BLE), wired
Universal Serial Bus (USB) connection, Wi-Fi, 5G network,
and/or other connections.

[0061] One or more physical processors 134 may be
configured to provide information-processing capabilities in
presentation device 132. The one or more physical proces-
sors 134 may be the same as or similar to one or more
physical processors 104 of server(s) 102, described herein.
That is, one or more physical processor 134 of presentation
device 132 may provide the same or similar functionality to
presentation device 132 as one or more physical processors
104 provides presentation device 132 via server(s) 102.

[0062] The display 140 may be configured to present
virtual content, views of the real world, and/or other content.
Virtual content may be in the form of images, video, text,
and/or other content. Views of the real-world may be in the
form of images and/or video. Presentation of content via
display 140 may be facilitated by control signals commu-
nicated to display 140 (see, e.g., control component 114).
The display 140 may include one or more of a screen, a set
of screens, a touchscreen, a monitor, and/or other displays.
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[0063] In some implementations, display 140 may be
configured to present virtual content individually to each eye
of a user as stereoscopic pairs. In some implementations,
presentation device 132 may comprise, for example, a
headset (not shown in FIG. 1). When presentation device
132 is installed on a user’s head, the user’s gaze may be
directed towards presentation device 132 (or at least display
140) to view content presented by and/or on display 140.
[0064] Insome implementations, display 140 may include
one or more of a transparent, semi-transparent, reflective,
and/or semi-reflective display component. Images of virtual
content may be presented on display 140 such that the user
may view the images presented on display 140 as well as the
real-world through display 140. The virtual content may be
perceived as being present in the real world. Such a con-
figuration may provide an interactive space comprising an
augmented reality environment with an active view of the
real world.

[0065] In some implementations, display 140 may com-
prise a display screen configured to present virtual content.
The user may view the display screen such that the display
screen may encompass, substantially or entirely, the users
vision without providing views of the real-world through the
display screen. Such a configuration may provide an inter-
active space comprising a virtual reality environment.
[0066] Individual sensors of one or more sensors 142 may
be configured to generate output signals. In some imple-
mentations, an individual sensor may include one or more of
an orientation sensor, a depth sensor, an image sensor, a
location, and/or other sensors.

[0067] An orientation sensor may be configured to gener-
ate output signals conveying orientation information and/or
other information. Orientation information derived from
output signals of an orientation sensor may define an ori-
entation of presentation device 132. In some implementa-
tions, orientation of presentation device 132 may refer to one
or more of a pitch angle, a roll angle, a yaw angle, a heading,
a pointing direction, a bearing, and/or other measurements.
An orientation sensor may include an inertial measurement
unit (IMU) such as one or more of an accelerometer, a
gyroscope, a magnetometer, Inclinometers, and/or other
devices.

[0068] In some implementations, an image sensor may be
configured to generate output signals conveying image
information. Image information may define images of the
real world. Image information may specify visual content
within a field of view of the image sensor. The visual content
may include real-world objects and/or surfaces present in the
real world. The image information may specify visual con-
tent in the form of pixels in an image. Pixels may be defined
by one or more of location (e.g., two-dimensional coordi-
nates), color, transparency, and/or other information. In
some implementations, an image sensor may comprise one
or more of a photosensor array (e.g., an array of photosites),
a charge-coupled device sensor, an active pixel sensor, a
complementary metal-oxide semiconductor sensor, an
N-type metal-oxide-semiconductor sensor, and/or other
image sensors.

[0069] The images of the real world may be used to detect
presence and/or determine location of real-world items of
playing equipment and/or augmented reality markers dis-
posed on the real-world items of playing equipment. Detec-
tion of presence of augmented reality markers may be
performed using one or more image-processing techniques.
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One or more image processing techniques may include one
or more of bundle adjustment, speeded up robust features
(SURF), scale-invariant feature transform (SIFT), computer
vision, and/or other techniques. In some implementations,
an augmented reality marker may include one or more of a
picture, a glyph, a shape, and/or other marker.

[0070] In some implementations, a depth sensor may be
configured to generate output signals conveying depth infor-
mation and/or other information. Depth information may
include distance and/or range of real-world surfaces and/or
objects from the depth sensor, and/or other information. In
some implementations, depth information may be provided
in the form of a point cloud. A point cloud may include a set
of points. Individual points may represent individual sur-
faces within the real world. The depth information may
specify, for individual points, one or more of an individual
distance of the point from the depth sensor, an individual
orientation of the point with respect to the depth sensor,
and/or other information. In some implementations, a depth
sensor may comprise one or more of a time-of-flight sensor,
a structured light sensor, an unstructured light sensor, an
active stereo pair, a passive stereo pair, and/or other depth
sensing devices.

[0071] Insome implementations, a location sensor may be
configured to generate output signals conveying location
information and/or other information. Location information
may include location of the location sensor within the
real-world environment. The location may be specified with
respect to a composition included in an environment record.
In some implementations, a location sensor may comprise a
global position system (GPS), and/or other location sensing
devices.

[0072] The one or more physical processors 134 may be
configured by machine-readable instructions 136. Executing
machine-readable instructions 136 may cause one or more
physical processors 134 to facilitate providing a sport-based
interactive experience. The machine-readable instructions
136 may include one or more computer program compo-
nents. The one or more computer program components may
include the same or similar components as described with
respect to machine-readable instructions 106 of server(s)
102.

[0073] InFIG. 1, the one or more physical processors 104
of server(s) 102 may be configured by machine-readable
instructions 106. Executing machine-readable instructions
106 may cause one or more physical processors 104 to
facilitate providing a sport-based interactive experience. The
machine-readable instructions 106 may include one or more
computer program components. The one or more computer
program components may include one or more of a content
component 108, a detection component 110, a record com-
ponent 112, a control component 114, an input component
116, and/or other components.

[0074] The content component 108 may be configured to
obtain information stored by storage 120 and/or other stor-
age location for implementation by one or more other
components of machine-readable instructions 106.

[0075] The detection component 110 may detect the pres-
ence of one or more of individual reference points, indi-
vidual users, individual real-world items of playing equip-
ment, and/or other entities. Detection component 110 may
obtain output signals generated by one or more image
sensors (not shown) present within a real-world environ-
ment. Detection component 110 may detect the presence
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based on image information conveyed by the output signals,
and/or other information. The image information may define
visual content depicting a real-world environment. In some
implementations, detection component 110 may utilize one
or more image processing techniques to detect presence of
individual entities, determine locations of the individual
entities, and/or perform other operations. One or more image
processing techniques may include one or more of bundle
adjustment, speeded up robust features (SURF), scale-in-
variant feature transform (SIFT), computer vision, and/or
other techniques.

[0076] The record component 112 may be configured to
determine environment record information and/or other
information. Techniques to determine environment record
information may include one or more of simultaneous
localization and mapping (SLAM), parallel tracking and
mapping (PTAM), particle filter localization, image regis-
tration, stereophotogrammetry, Speeded Up Robust Features
(SURF), Scale-Invariant Feature Transform (SIFT), Ori-
ented FAST (Features from Accelerated Segment Test) and
rotated BRIEF (Binary Robust Independent Elementary
Features) (ORB), Binary Robust Invariant Scalable Key-
points (BRISK), and/or other techniques. These techniques
may utilize, as input, output signals from sensors disposed
an arranged the sports playing area (not shown in FIG. 1)
including one or more of an image sensor, a depth sensor,
and/or other sensors.

[0077] In some implementations, record component 112
may be configured to specity, within the environment record
information, individual locations of individual reference
points in the sports playing area. By doing so, a virtual
environment may be specified with respect to the individual
locations and/or other information. This may result in the
multiple presentation devices having synced environment
records. By way of non-limiting illustration, multiple pre-
sentation devices may utilize the same origin within a
coordinate system for specifying virtual content.

[0078] The control component 114 may be configured
effectuate presentation of images depicting one or more
instances of virtual content on presentation device 132. The
control component 114 may be configured effectuate pre-
sentation of images on presentation device 132 by control-
ling presentation device 132 (e.g., via display 140) to
generate and present images of virtual content. By way of
non-limiting illustration, control component 114 may com-
municate control signals to presentation device 132 which
cause the presentation device 132 to generate and/or present
images. The control component 114 may be configured to
control presentation device 132 to present a first image
depicting a first instance of the first virtual object.

[0079] The input component 116 may be configured to
obtain current output signals generated by the sensors
coupled to the real-world items of playing equipment. By
way of non-limiting illustration, input component 116 may
be configured to obtain a first current output signal generated
by a first sensor of one or more sensors 146.

[0080] The input component 116 may be configured to
determine whether the current output signals match output
signals included in the anticipated sequences of output
signals. By way of non-limiting illustration, input compo-
nent 116 may be configured to determine whether the first
current output signal matches the first output signal included
in the first anticipated sequence of output signals.
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[0081] The control component 114 may be configured to
control the presentation of the images on presentation
devices based on the outcome of the determination of
whether the current output signals match output signals
included in the anticipated sequences of output signals (e.g.,
by input component 116).

[0082] For example, in some implementations, in response
to determining the current output signals match output
signals included in the anticipated sequences of output
signals, control component 114 may be configured to control
the presentation of the images in accordance with the
anticipated control signals. This may mean that gameplay is
progressing as expected within the context of the game. By
way of non-limiting illustration, in response to obtaining a
first current output signal generated by the first sensor and
determining the first current output signal matches the first
output signal, control component 114 may be configured to
control the presentation of the first image of the first instance
of the first virtual object based on the first control signal.
[0083] In some implementations, in response to determin-
ing the current output signals do not match the output signals
included in the anticipated sequences of output signals,
control component 114 may be configured to control the
presentation of the images in accordance with alternate
control signals. By way of non-limiting illustration, in
response to obtaining the first current output signal and
determining the first current output signal does not match the
first output signal, control component 114 may be config-
ured to control the presentation of the first image of the first
instance of the first virtual object based on a first alternate
control signal.

[0084] In some implementations, control component 114
may be configured to queue anticipated control signals in
response to determining one or more current output signals
match output signals included in an anticipated sequence of
output signals. Queuing the anticipated control signals may
facilitate real time and/or near real time implementation of
the control signals to provide a life-like immersive experi-
ence for the users. By way of non-limiting illustration, in
response to determining (e.g., by the input component 116)
the first current output signal matches the first output signal,
control component 114 may be configured to queue a second
control signal associated with a second output signal
included in the first anticipated sequence of output signals
and/or other control signals. The second output signal may
correspond to output signals of a second sensor coupled to
a second real-world item of playing equipment.

[0085] In some implementations, control component 114
may be configured to determine the control signal based on
one or more of current output signals, user profiles, and/or
other information. In some implementations, determining
control signals may include configuring the control signals
to cause virtual content to experience a locomotion which
may be responsive to movement of the real-world items of
play equipment conveyed by the current output signals. In
some implementations, locomotion which may be respon-
sive to movement of the real-world items of play equipment
may be based on simulated contact of individual virtual
objects and the real-world items of play equipment. In some
implementations, locomotion which may be responsive to
movement of the real-world items of play equipment may be
determined by calculations using the conventional equations
in physics and/or geometry. In some implementations, deter-
mining the control signal based on user profiles may include
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modifying the control signals determined based on conven-
tional equations in physics and/or geometry by the impact
associated with user profiles. By way of non-limiting illus-
tration, the impact may be specified as one or more of a
linear increase and/or decrease, a multiplier, an exponential
increase and/or decrease, and/or other considerations.
[0086] In some implementations, control component 114
may be configured to determine control signals for control-
ling virtual opponents based on detections made by detec-
tion component 110, and/or other information. By way of
non-limiting illustration, detection component 110 may be
configured to detect presence of a first set of users playing
a game against a first set of virtual opponents. The detection
component 110 may be configured determine and track
locations of the first set of users over the play of the game.
The control component 114 may be configured to deter-
mined control signals for controlling a second set of virtual
opponents that match and/or substantially match the tracked
movement of the first set of users. The second set of virtual
opponents may be presented to a second set of users playing
the game. Similar functionality may be carried out such that
the first set of virtual opponents matches and/or substantially
matches tracked movement of the second set of user.
Accordingly, it is envisioned that the first set of users may
be physically present in a real-world environment including
a playing area and the second set of users may be physically
present in a separate distinct real-world environment includ-
ing another instance (e.g., copy) of the playing area. The first
set of users may be able to “virtually” play the second set of
users. By way of non-limiting illustration, users on a base-
ball field in Japan may play against virtual opponents which
mirror movement of other users on a baseball field in the
USA, who are in turn playing against virtual opponents
which mirror movement of the users in Japan.

[0087] FIGS. 3-6 illustrate various implementations of the
system of FIG. 1 configured to provide a sport-based inter-
active experience.

[0088] FIG. 3 shows a graphic illustration of an imple-
mentation of the system of FIG. 1. FIG. 3 illustrates an
interactive environment 300 including one or more of a
real-world user 302 in a real-world environment comprising
a sports playing area (e.g., a baseball field), an item of sports
playing equipment 304 (e.g., a baseball bat), a virtual
environment including virtual objects positioned in the
real-world environment (e.g., virtual objects 314, 316, 318,
320, 322, 324, 326, 328, and 330), and/or other components.
The sports playing area may include one or more reference
points, including reference points 306, 308, 310, and/or 312.
The reference points 306-312 in the current depiction may
represent bases. The reference points 306-312 in this
example may also comprise items of real-world playing
equipment and may be individually outfitted with one or
more sensors. One or more of the reference points 306-312
may be used to specify the virtual environment within the
real-world environment. In the depiction, the user 302 may
be a batter within the game, and the virtual objects 314-330
may be virtual opponents positioned at various locations in
accordance with common play of the game of baseball.
[0089] FIG. 4 shows another graphic illustration of an
implementation of the system of FIG. 1. In FIG. 4, a more
detailed view of the user 302 is show. The user 302 may be
wearing a presentation device 402 configured to generate
images forming views of the virtual content, including a
virtual opponent 314, a virtual item of playing equipment
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404 (e.g., a baseball), and/or other content. The item of
sports playing equipment 304 may include one or more
sensors and/or other components. The item of sports playing
equipment 304 may be configured to generate output signals
conveying motion of the item of sports playing equipment
304, and/or other information. The system may access action
sequence information specifying an anticipated sequence of
output signals including one or more of an output signal
generated by a sensor of the item of sports playing equip-
ment 304, an output signal generated by a sensor of another
item of sports playing equipment (e.g., such as a first base
represented by a reference point 308 shown in FIG. 5),
and/or other output signals from individual items of sports
playing equipment. By way of non-limiting illustration, the
anticipated sequence of output signals may include a
sequence related to one or more of a swinging movement of
the bat conveyed by output signals generated by a sensor of
the item of sports playing equipment 304, followed by a
touch of the first base (e.g., reference point 308 in FIG. 5)
conveyed by the output signal generated by a sensor on the
first base, and/or followed by other output signals from other
items of sports playing equipment. The output signal gen-
erated by the sensor of the item of sports playing equipment
304 may be associated with a first control signal for con-
trolling the virtual item of playing equipment 404 and/or
other control signals for controlling virtual content.

[0090] In response to determining current output signals
from the item of playing equipment 304 match output
signals included in the anticipated sequence of output sig-
nals, the first control signal for controlling the virtual item
of playing equipment 404 and/or other control signals for
controlling other virtual content may be obtained and/or
implemented.

[0091] FIG. 5 shows the implementation of the first con-
trol for controlling the virtual item of playing equipment 404
and/or other control signals for controlling other virtual
content. By way of non-limiting illustration, in response to
a swing of the bat, the first control signal may be imple-
mented to control the virtual item of playing equipment 404
to cause the virtual item of playing equipment 404 to travel
along a trajectory 502 calculated based on current output
signals (e.g., speed of swing, direction of swing, etc.). Other
control signals may include control signals for controlling a
virtual opponent 326 to traverse the playing area to intercept
the trajectory 502 in an attempt to catch the virtual item of
playing equipment 404.

[0092] In some implementations, although not shown, if
the current output signals of the item of playing equipment
304 do not match signals in the anticipated sequence of
output signals (e.g., the swing did not generate output
signals in a manner that would convey a simulated contact
of the bat with the virtual ball), then an alternate control
signal may have been implemented. By way of non-limiting
illustration, alternate control signals may include one or
more of controlling the virtual opponent 316 (e.g., catcher)
to throw the virtual item of playing equipment 404 back to
the virtual opponent 314 (e.g., the pitcher), controlling the
virtual opponent 314 to throw another pitch, ending the
game, and/or other considerations of alternate controls.
[0093] FIG. 6 shows further the implementation of control
signals in accordance with an anticipated sequence of output
signals. For example, an output signal in the anticipated
sequence may include output signals from sensors(s) on the
first base (represented by reference point 308) conveying a
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touch of the first base by the user 302. In response to the
contact, control signals may be implementation to perform
one or more of control a virtual opponent 320 to traverse the
playing area to reach second base (represented by reference
point 310), control the virtual item of playing equipment 404
to travel along a trajectory 602 from virtual opponent 326 to
virtual opponent 320 (e.g., simulated a throw of the baseball
from virtual opponent 326 to virtual opponent 320), and/or
other control.

[0094] It is noted that although one or more descriptions of
the systems and methods presented herein may be directed
to gameplay on a sports playing area specifically designated
for the play of a game (e.g., a baseball field, a basketball
court, etc.), this is for illustrative purposes only and not to
be considered limiting. Instead, those skilled in the art may
readily recognize that the various features and/or functions
presented herein may be implemented in areas that may not
be specifically constructed and designated for the play of a
game. For example, it is to be understood that a temporary
sports playing area may be made by users of system 100 by,
for example, arranging real-world items of playing equip-
ment and/or otherwise configuring reference points within a
generally open area in a manner to resemble an area spe-
cifically designated for the play of a game. In some imple-
mentations, in the context of baseball, users may create
reference points in a real-world environment by drawing
lines in the ground, drawing bases, drawing a pitcher’s
mound, drawing a fence, etc. within an open area to create
a temporary sports playing area for the game of baseball. In
some implementations, in the context of baseball, users may
create one or more reference points based on their physical
location. For example, a user may stand in a given location
and use that location to specify a reference point in the
real-world (e.g., which may be utilized as a coordinate
system origin for a virtual environment). As an example, in
the context of baseball, a user may stand in a location to be
designated as a reference point for home base and a virtual
environment may be specified based on that location. The
remining items of playing equipment needed to complete the
playing area may then be provided by virtual objects (e.g.,
the other bases, the pitcher’s mound, and/or other items may
be provided by the presentation of virtual objects). In some
implementations, in the context of baseball, users may
position physical bases comprising real-world items of play-
ing equipment within an open area to resemble a baseball
diamond. The real-world item(s) of playing equipment and/
or the user-created reference point(s) may be detected (e.g.,
via detection component 110 and/or other components in
FIG. 1,) and/or a determination may be made that the
arrangement resembles a particular sports playing area so
that gameplay may commence.

[0095] (95) Returning to FIG. 1, external resource(s) 131
may include sources of information, hosts, and/or providers
of information outside of system 100, external entities
participating with system 100, and/or other resources. In
some implementations, some or all of the functionality
attributed herein to external resource(s) 131 may be pro-
vided by resources included in system 100. By way of
non-limiting illustration, an external entity may include a
server configured to provide virtual content information
and/or other information.

[0096] Individual presentation devices may include one or
more network interfaces, communication lines, and/or ports
to enable the exchange of information with one or more
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networks 130. The one or more networks 130 may include
wired and/or wireless connections. By way of non-limiting
illustration, one or more networks 130 may include one or
more of the Internet, wireless Bluetooth Low Energy (BLE),
wired Universal Serial Bus (USB) connection, Wi-Fi, 5G
network, and/or other connections. It will be appreciated that
this is not intended to be limiting and that the scope of this
disclosure includes implementations in which components
of system 100 may be operatively linked via some other
communication media.

[0097] Illustration of the server(s) 102 in FIG. 1 is not
intended to be limiting. The server(s) 102 may include a
plurality of hardware, software, and/or firmware compo-
nents operating together to provide the functionality attrib-
uted herein to the presentation devices. For example, server
(s) 102 may be implemented by a cloud of computing
platforms operating together.

[0098] Illustration of the presentation device 132 in FIG.
1 is not intended to be limiting. The presentation device 132
may include a plurality of hardware, software, and/or firm-
ware components operating together to provide the func-
tionality attributed herein to the presentation devices. For
example, presentation device 132 may be implemented by a
cloud of computing platforms operating together.

[0099] Electronic storage 120 of server(s) 102 may
include electronic storage media that electronically stores
information. The electronic storage media of electronic
storage 120 may include one or both of system storage that
is provided integrally (i.e., substantially non-removable)
with server(s) 102 and/or removable storage that is remov-
ably connectable to server(s) 102 via, for example, a port or
a drive. A port may include a USB port, a firewire port,
and/or other port. A drive may include a disk drive and/or
other drive. Electronic storage 120 may include one or more
of optically readable storage media (e.g., optical disks, etc.),
magnetically readable storage media (e.g., magnetic tape,
magnetic hard drive, floppy drive, etc.), electrical charge-
based storage media (e.g., EEPROM, RAM, etc.), solid-state
storage media (e.g., flash drive, etc.), and/or other electroni-
cally readable storage media. The electronic storage 120
may include one or more virtual storage resources (e.g.,
cloud storage, a virtual private network, and/or other virtual
storage resources). Electronic storage 120 may store soft-
ware algorithms, information determined by processor(s)
104, information received from external resource(s) 131,
and/or other information that enables system 100 to function
as described herein. Electronic storage 138 of presentation
device 132 may have similarly features and/or may provide
similarly functionality to presentation device 132 as elec-
tronic storage 120 provides to server(s) 102.

[0100] Although processor(s) 104 is shown in FIG. 1 as a
single entity, this is for illustrative purposes only. In some
implementations, processor(s) 104 may include one or more
processing units. These processing units may be physically
located within the same device, or processor(s) 104 may
represent processing functionality of a plurality of devices
operating in coordination. The processor(s) 104 may be
configured to execute components 108-116. Processor(s)
104 may be configured to execute components 108-114 by
software; hardware; firmware; some combination of soft-
ware, hardware, and/or firmware; and/or other mechanisms
for configuring processing capabilities on processor(s) 104.
[0101] It should be appreciated that although components
108-116 are illustrated in FIG. 1 as being co-located within
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a single processing unit, in implementations in which pro-
cessor(s) 104 includes multiple processing units, one or
more of components 108-116 may be located remotely from
the other components. While computer program components
are described herein as being implemented via processor(s)
104 through machine readable instructions 106, this is
merely for ease of reference and is not meant to be limiting.
In some implementations, one or more functions of com-
puter program components described herein may be imple-
mented via hardware (e.g., dedicated chip, field-program-
mable gate array). One or more functions of computer
program components described herein may be one or more
of software-implemented, hardware-implemented, and/or
software and hardware-implemented. The description of the
functionality provided by the different components 108-116
described above is for illustrative purposes and is not
intended to be limiting, as any of components 108-116 may
provide more or less functionality than is described. For
example, one or more of components 108-116 may be
eliminated, and some or all of its functionality may be
provided by other ones of components 108-116 and/or other
components. As another example, processor(s) 104 may be
configured to execute one or more additional components
that may perform some or all of the functionality attributed
to one of components 108-116.

[0102] Although processor(s) 134 is shown in FIG. 1 as a
single entity, this is for illustrative purposes only. In some
implementations, processor(s) 134 may include one or more
processing units. These processing units may be physically
located within the same device, or processor(s) 134 may
represent processing functionality of a plurality of devices
operating in coordination. The processor(s) 134 may be
configured to execute computer program components. Pro-
cessor(s) 134 may be configured to execute computer pro-
gram components by software; hardware; firmware; some
combination of software, hardware, and/or firmware; and/or
other mechanisms for configuring processing capabilities on
processor(s) 134.

[0103] FIG. 2 illustrates a method 200 to provide a sport-
based interactive experience, in accordance with one or
more implementations. The operations of method 200 pre-
sented below are intended to be illustrative. In some imple-
mentations, method 200 may be accomplished with one or
more additional operations not described, and/or without
one or more of the operations discussed. Additionally, the
order in which the operations of method 200 are illustrated
in FIG. 2 and described below is not intended to be limiting.

[0104] In some implementations, method 200 may be
implemented in a system comprising one or more processing
devices (e.g., a digital processor, an analog processor, a
digital circuit designed to process information, an analog
circuit designed to process information, a state machine,
and/or other mechanisms for electronically processing infor-
mation), non-transitory electronic storage medium, one or
more real-world items of playing equipment, and/or other
components. The one or more processing devices may
include one or more devices executing some or all of the
operations of method 200 in response to instructions stored
electronically on electronic storage media. The one or more
processing devices may include one or more devices con-
figured through hardware, firmware, and/or software to be
specifically designed for execution of one or more of the
operations of method 200. By way of non-limiting illustra-
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tion, method 200 may be implemented in a presentation
device the same as or similar to server(s) 102 (shown in FIG.
1 and described herein).

[0105] At an operation 202, information may be obtained.
The information may include one or more of environment
record information, virtual content information, action
sequence information, and/or other information. The envi-
ronment record information may define a composition of a
real-world environment comprising a sports playing area.
The composition of the real-world environment may include
one or more reference points in the sports playing area. The
virtual content information may define a virtual environment
including virtual content. The virtual environment may be
specified with respect to the one or more reference points
within the real-world environment. The virtual content may
include one or more virtual objects. Individual virtual
objects may be configured to experience locomotion within
the virtual environment. The one or more virtual objects may
include a first virtual object depicting an item of playing
equipment specific to the sports playing area. The action
sequence information may specify anticipated sequences of
output signals generated by sensors coupled to real-world
items of playing equipment. The output signals in the
anticipated sequences of output signals may be associated
with anticipated control signals for controlling the virtual
content. By way of non-limiting illustration, the action
sequence information may specify a first anticipated
sequence of output signals including a first output signal
generated by a first sensor coupled to a first real-world item
of playing equipment, and/or other output signals. The first
output signal may be associated with a first control signal for
controlling the first virtual object and/or other virtual
objects. In some implementations, operation 202 may be
performed by one or more physical processors executing a
content component the same as or similar to content com-
ponent 108 (shown in FIG. 1 and described herein).
[0106] At an operation 204, presentation may be effectu-
ated of images depicting one or more instances of the virtual
content on presentation devices associated with users. The
images may be presented such that the one or more instances
of the virtual content may be perceived as being physically
present in the real-world environment. By way of non-
limiting illustration, presentation may be effectuated on a
first presentation device of a first image depicting a first
instance of the first virtual object. In some implementations,
operation 204 may be performed by one or more physical
processors executing a control component the same as or
similar to control component 114 (shown in FIG. 1 and
described herein).

[0107] At an operation 206, current output signals gener-
ated by the sensors coupled to the real-world items of
playing equipment may be obtained. At the operation 206, it
may be determined whether the current output signals match
output signals included in the anticipated sequences of
output signals. In some implementations, operation 206 may
be performed by one or more physical processors executing
an input component the same as or similar to input compo-
nent 116 (shown in FIG. 1 and described herein).

[0108] At an operation 208, the presentation of the images
may be controlled in accordance with the anticipated control
signals. The presentation may be controlled in response to
determining whether the current output signals match output
signals included in the anticipated sequences of output
signals. In some implementations, operation 208 may be
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performed by one or more physical processors executing a
control component the same as or similar to control com-
ponent 114 (shown in FIG. 1 and described herein).
[0109] Although the present technology has been
described in detail for the purpose of illustration based on
what is currently considered to be the most practical and
preferred implementations, it is to be understood that such
detail is solely for that purpose and that the technology is not
limited to the disclosed implementations, but, on the con-
trary, is intended to cover modifications and equivalent
arrangements that are within the spirit and scope of the
appended claims. For example, it is to be understood that the
present technology contemplates that, to the extent possible,
one or more features of any implementation can be com-
bined with one or more features of any other implementa-
tion.

1. A system configured to provide a sport-based aug-
mented reality experience, the system comprising:
non-transitory electronic storage medium storing:
environment record information, the environment
record information defining a composition of a real-
world environment comprising a sports playing area,
the composition of the real-world environment
including one or more reference points in the sports
playing area;
virtual content information, the virtual content infor-
mation defining a virtual environment including vir-
tual content, the virtual environment being specified
with respect to the one or more reference points
within the real-world environment, the virtual con-
tent including one or more virtual objects, individual
virtual objects being configured to experience loco-
motion within the virtual environment, the one or
more virtual objects including a first virtual object
depicting an item of playing equipment specific to
the sports playing area; and
action sequence information, the action sequence infor-
mation specifying anticipated sequences of output
signals generated by sensors coupled to real-world
items of playing equipment, output signals in the
anticipated sequences of output signals being asso-
ciated with anticipated control signals for controlling
the virtual content, such that the action sequence
information specifies a first anticipated sequence of
output signals including a first output signal gener-
ated by a first sensor coupled to a first real-world
item of playing equipment, the first output signal
being associated with a first control signal for con-
trolling the first virtual object; and
one or more physical processors configured by machine-
readable instructions to:
effectuate presentation of images depicting one or more
instances of the virtual content on presentation
devices associated with users, the images being
presented such that the one or more instances of the
virtual content are perceived as being physically
present in the real-world environment, such that
presentation is effectuated of a first image depicting
a first instance of the first virtual object on a first
presentation device;
obtain current output signals generated by the sensors
coupled to the real-world items of playing equipment
and determine whether the current output signals
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match the output signals included in the anticipated
sequences of output signals; and

in response to determining the current output signals
match the output signals included in the anticipated
sequences of output signals, control the presentation
of the images in accordance with the anticipated
control signals, such that in response to obtaining a
first current output signal generated by the first
sensor and determining the first current output signal
matches the first output signal, control the presenta-
tion of the first image of the first instance of the first
virtual object based on the first control signal.

2. The system of claim 1, wherein the one or more
physical processors are further configured by the machine-
readable instructions to:

in response to determining the current output signals do

not match the output signals included in the anticipated
sequences of output signals, control the presentation of
the images in accordance with alternate control signals,
such that in response to obtaining the first current
output signal and determining the first current output
signal does not match the first output signal, control the
presentation of the first image of the first instance of the
first virtual object based on a first alternate control
signal.

3. The system of claim 1, wherein the one or more
physical processors are further configured by the machine-
readable instructions to:

queue the anticipated control signals in response to deter-

mining the current output signals match output signals
included in the anticipated sequences of output signals,
such that in response to determining the first current
output signal matches the first output signal, queue a
second control signal associated with a second output
signal included in the first anticipated sequence of
output signals, the second output signal corresponding
to the output signals of a second sensor coupled to a
second real-world item of playing equipment.

4. The system of claim 1, wherein the non-transitory
electronic storage medium further stores user profiles asso-
ciated with the users, an individual user profile defining
attribute values of user attributes, the attribute values
impacting the anticipated control signals.

5. The system of claim 4, wherein the anticipated control
signals control the locomotion of the individual virtual
objects, and wherein the impact on the anticipated control
signals by the attribute values comprises an impact on
magnitude of the locomotion of the virtual content.

6. The system of claim 4, wherein the individual user
profile is associated with a historical real-world player.

7. The system of claim 1, wherein the current output
signals are generated by the sensors coupled to the real-
world items of playing equipment in response to motion of
the real-world items of playing equipment.

8. The system of claim 1, wherein the one or more
physical processors are further configured by the machine-
readable instructions to:

determine the anticipated control signals for controlling

the locomotion of the virtual content based on the
current output signals to cause the virtual content to
experience the locomotion responsive to movement of
the real-world items of play equipment, such that the
first control signal is determined based on the first
current output signal.
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9. The system of claim 1, wherein the locomotion includes
one or more of spin, movement along a trajectory, or
vibration.

10. The system of claim 1, wherein the action sequence
information includes multiple sets of anticipated sequences
of output signals, wherein an individual set of anticipated
sequences of output signals is specific to a particular game.

11. A method to provide a sport-based augmented reality
experience, the method comprising:

obtaining:

environment record information, the environment
record information defining a composition of a real-
world environment comprising a sports playing area,
the composition of the real-world environment
including one or more reference points in the sports
playing area;

virtual content information, the virtual content infor-
mation defining a virtual environment including vir-
tual content, the virtual environment being specified
with respect to the one or more reference points
within the real-world environment, the virtual con-
tent including one or more virtual objects, individual
virtual objects being configured to experience loco-
motion within the virtual environment, the one or
more virtual objects including a first virtual object
depicting an item of playing equipment specific to
the sports playing area; and

action sequence information, the action sequence infor-
mation specifying anticipated sequences of output
signals generated by sensors coupled to real-world
items of playing equipment, output signals in the
anticipated sequences of output signals being asso-
ciated with anticipated control signals for controlling
the virtual content, such that the action sequence
information specifies a first anticipated sequence of
output signals including a first output signal gener-
ated by a first sensor coupled to a first real-world
item of playing equipment, the first output signal
being associated with a first control signal for con-
trolling the first virtual object;

effectuating presentation of images depicting one or more
instances of the virtual content on presentation devices
associated with users, the images being presented such
that the one or more instances of the virtual content are
perceived as being physically present in the real-world
environment, including effectuating presentation of a
first image depicting a first instance of the first virtual
object on a first presentation device;

obtaining current output signals generated by the sensors
coupled to the real-world items of playing equipment
and determining whether the current output signals
match the output signals included in the anticipated
sequences of output signals; and

in response to determining the current output signals
match the output signals included in the anticipated
sequences of output signals, controlling the presenta-
tion of the images in accordance with the anticipated
control signals, including in response to obtaining a
first current output signal generated by the first sensor
and determining the first current output signal matches
the first output signal, controlling the presentation of
the first image of the first instance of the first virtual
object based on the first control signal.
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12. The method of claim 11, further comprising:

in response to determining the current output signals do
not match the output signals included in the anticipated
sequences of output signals, controlling the presenta-
tion of the images in accordance with alternate control
signals, including in response to obtaining the first
current output signal and determining the first current
output signal does not match the first output signal,
controlling the presentation of the first image of the first
instance of the first virtual object based on a first
alternate control signal.

13. The method of claim 11, further comprising:

queuing the anticipated control signals in response to

determining the current output signals match output
signals included in the anticipated sequences of output
signals, including in response to determining the first
current output signal matches the first output signal,
queuing a second control signal associated with a
second output signal included in the first anticipated
sequence of output signals, the second output signal
corresponding to the output signals of a second sensor
coupled to a second real-world item of playing equip-
ment.

14. The method of claim 11, further including obtaining
user profiles associated with the users, an individual user
profile defining attribute values of user attributes, the attri-
bute values impacting the anticipated control signals.

15. The method of claim 14, wherein the anticipated
control signals control the locomotion of the individual
virtual objects, and wherein the impact on the anticipated
control signals by the attribute values comprises an impact
on magnitude of the locomotion of the virtual content.

16. The method of claim 14, wherein the individual user
profile is associated with a historical real-world player.

17. The method of claim 11, wherein the current output
signals are generated by the sensors coupled to the real-
world items of playing equipment in response to motion of
the real-world items of playing equipment.

18. The method of claim 11, further comprising:

determining the anticipated control signals for controlling

the locomotion of the virtual content based on the
current output signals to cause the virtual content to
experience the locomotion responsive to movement of
the real-world items of play equipment, including
determining the first control signal based on the first
current output signal.

19. The method of claim 11, wherein the action sequence
information includes multiple sets of anticipated sequences
of output signals, wherein an individual set of anticipated
sequences of output signals is specific to a particular game.

20. A system configured to provide a sport-based aug-
mented reality experience, the system comprising:

one or more real-world items of playing equipment, a first

real-world item of playing equipment including one or
more of one or more sensors, one or more feedback
devices, or one or more network interfaces;

one or more presentation devices, a presentation device

including a display configured to present images form-
ing virtual content, such that when the presentation
device is worn on a user’s head, a gaze of the user is
directed towards the display and the virtual content is
perceived as being present in a real-world environment;
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non-transitory electronic storage medium storing:

environment record information defining a composition
of the real-world environment comprising a sports
playing area;

virtual content information defining a virtual environ-
ment including the virtual content specified with
respect to the composition, the virtual content
including a first virtual object depicting a second
real-world item of playing equipment; and

action sequence information, the action sequence infor-
mation specifying a first anticipated sequence of
output signals including a first output signal gener-
ated by a first sensor coupled to the first real-world
item of playing equipment, the first output signal
being associated with a first control signal for con-
trolling the first virtual object; and

a set of one or more physical processors configured by

machine-readable instructions to:

obtain current output signals generated by the first
sensor of the first real-world item of playing equip-
ment and determine whether the current output sig-
nals match output signals included in the first antici-
pated sequence of output signals; and

in response to obtaining a first current output signal
generated by the first sensor and determining the first
current output signal matches the first output signal,
control the presentation device to present a first
image of the first virtual object based on the first
control signal.
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